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Presentation and Talk:
Lessons Learned

Roy Schestowitz
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1 Presentation Preparation

Below I chose to list key points, which I suffer for most. These need spe-
cial emphasis when composing content (bulletpoints) and assembling
slides together.

Scale. Digestible chunks, brevity

KISS. Keep It Short and Simple (variation of the real acronym)

Pace. Avoiding too much too early, depth to be reached progressively
Focus. Visual clutter to be avoided

Clarity. Mind line width, font size

Flow. Logical structure, rhetoric, good orientation

Levels. Make use of bullet sublevels when either possible or appropri-
ate; use hierarchy

Consistency. No place for sloppy or inconsistent placements of objects

2 Delivery/Talk

Speed. Moderate pace

Eye Contact. Talk to bulletpoint (projected slide), but also direct head
at the audience

Orientation. Always know which slide comes next, i.e. familiarity with
the presentation needed

Inspirer (Web link): http://www.veen.com/jeff/archives/000483.html



3 EXAMPLE SLIDES
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:. Acknowledgements Acknowledgements
5§ 5
,EEG = Oscar Camara and his funding source: Modelling, §§ = Oscar Camara
ngg?sr;tgn(ggj%jg&':%?;jmg Stuctural Brain Change — Medelling, Understanding and Predicting Structural Brain

Change (EPSRC GR/S48844/01)

* Integrated Brain Image Modelling (EPSRC « IBIM Project

GR/S82503/01)
. . ~ Integrated Brain Image Modelling (EPSRC GR/S82503/01)
= David Kennedy of the Centre for Morphometric .
Analysis at MGH: for the 37-image data set used in * David Kennedy
this work

— Centre for Morphometric Analysis, MGH: images and labels

Figure 1: Use hierarchy, isolate distinct elements, e.g. author, grant
number
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§z The Two Approaches . Two New Approaches
Iz =5
£2 + Overlap £E . Generalised overlap

- multiple label images = il label

— registration to standard frame

— accurulation of overlap fractions. = label interpolation

« Model-based — multiple images

= NRR implies a combined appearance model « Model-based

- d registrati d model
Ll e = NRR = combined appearance model

o Tan

et} ." ..;- " specificiy ~z H;"" — good registration = good model
s 0
° "o generalisation =y, Idf"‘

Figure 2: Do not jump to the ‘'meat’ of the work too early (introductory
slide)

3 Example Slides

Looking at the obvious differences side-by-side, downsides are made
more apparent. Shown on the left are a given slides at the very start
(draft); on the right lies the final version of the corresponding slide.



3 EXAMPLE SLIDES
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2% - £y .
25 Conclusions =¢ Conclusions
SE i
= . ; " ¥ U= i i . ¢
jff - Registration can be assessed either with orwitaut ground-turth %+ Both approaches sensitive to subtle misregistration
+ Two assessement approaches are comelated i i A
= Overlap and model-based approaches ‘equivalent
« Generic approaches: can be used to assess any kind of registration
= Overiap provides ‘gold standard’
« Both appraaches can detect subtle m\smeg\slratlon
« Overlap of manual labelling is the practical ‘gold standard’ = Specificity is a good surrogate
+  Specificity is a good surregate o PhaulEiCaly releted
~ monotonically related = ne need for ground truth
— no need for ground truth — more sensitive
- more sensitive

Figure 3: Avoid over-filling the slides, be concise
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£ Brain Data - Brain Data
55 55
22« 37 images with 8 corresponding labels for sach 2L« Eight labels per image
*+ Images non-rigidly registered using a minimum = LR whitelorsy. matter
description length-based algorithm = LiRlIateral veritricle
" o = — LR caudate nucleus

Figure 4: Visual structure to be avoided; two-line bulletpoint are unde-
sirable

Training and Synthetic Images

P Training Modal Synthetic

sModel instances

Generate

(&

= ® L] @ Training
= = @ Synthetic

Image Space.

Figure 5: Simplify where possible, animate to make content traceable
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The Universif
of Manchests

The University
of Manchester

Generalisation and Specificity :E Model Quality
« Derive Generalisation and Specificity from distances g?é
+ Short distances impy better model, thus better registartion v s B
B e I B o ® o o ® ® Synthetic
®  ® | Givenmeasure d
[ ] .c;}';‘&. of image distance

% T Specificity = 5. Ia‘ﬁl Mean distance to nearest training image

x
x’fy X <Tratuing ot
X

Generalisation = 5, Id_”] Mean distance to nearest model image
7

Figure 6: Use mathematical notation rather than be wordy
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Overlap-based Assessment =t Generalised Overlap
58
= Approximation of overlap among brain structures Evf—, = Fractional overlap
* Weighting of different anatomical labels: 5 MIN(A,B)
- !mplic‘rt volume weightilng (i.e. large labels contribute more) Op = m
— inverse volume weighting sanels i i
— inverse labsl volume squared . .
— talbel complextly {voxel intensity graient) « Accumulated over labels and image pairs
i L MIN{Au, By O, = airsk /Emsm Euf: -JWBV(/L:‘.B.{J
PMF = . y TS MAX (A B
LAY e B Accoumulate over Bk e el
b Likigt da all permutations of
transformed labels.

Figure 7: Overloaded slides should be avoided; use space wisely
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Interpolat ! o
nterpolated region 2 Interpolated Label Images
00000000000000000000 E'z: sl of it NEE
00000000000%#82:0000| = Too o APPYINg GG0000000060000G0000
000000000%1111%00000 = Label values in range [0,1] gggggggggz&“‘l]‘w“ ‘gggg
000000¥2241111%000000 0000003224111122000000
4_-9'90"1361111111‘(0000000
.. 4—-9-9'@11113(0000000 .. 0000%111111113000000
00000311111111%00000
A and B, now take values 0000%11111111*5000000 * Fuzzy union and intersection | 00000%11111112000000
inthe range [0,1] 00000%11111111%00000 P 00000%11111130000000
NB=ys ] B 000000 $8ee800000000
00000%1111111*000000 z 00000600000000000000
00000%%111111*0000000 AuB=3 MAX(A4.B)
000000*a3#£4400000000 '
00000000000000000000

Figure 8: Explanation to be expanded where it contributes



3 EXAMPLE SLIDES

UCIL

4 Non-Rigid Registration
Assessment With and Without
Ground Truth

Roy Schestowitz, Bill Crum, Vlad Petrovic,
Carole Twining, Tim Cootes, Chris Taylor

MANCHESTER

Assessing the Accuracy of NRR
with and without Ground Truth

Roy Schestowitz, Bill Crum, Vlad Petrovic, Carole
Twining, Tim Cootes, Chris Taylor

Figure 9: Use the space available, but do not over-complicate or (mis-
takenly) distort (referring to aspect ratio alternations)

Motivation for Asssessment
+ Different methods for NRR

The University

of Manchester

— objective function (transformation, similarity measures)
- optimisation, regularisation
— multiple pair-wise vs. Group-wise
+ Need for objective measures of performance
- ground-truth deformations
— overlap measures
- model-based measures

+ Comparison of different measures

The Universit
o Manchester

Motivation for Asssessment
= Different methods for NRR

— representation of warp (including regularisation)
— similarity measure
— optimisation
— pair-wise vs group-wise
« Limitations of current methods of assessment
- ground-truth deformations

= binary overlap measures

Figure 10: Shorten sentences without losing important facts
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¢ Non-rigid Registration (NRR) £ Non-rigid Registration (NRR)
E-EE = Concerned with alignment of image sets E?E = Alignment of image sels
¢ |dentifying corresponding structures (e.g. anatomical) - dense comespondence
« Alignment established by - alignment of anatomical structures

— transforming an image

Alignment established by

— comparing it against ancther image in the set (pair-wise) — image warping

= comparing it against the remainder of the image set (group-wise)
— transformation aspires to make images similar
A . i = irmisi ilarit
Competing NRR algorithms produce different results il
Competing NRR algorithms produce different results

— comparison with other image(s)

Figure 11: Bulletpoints are worth using wisely, depending on the na-
ture of a problem’s structure
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§§ Overlap Measures — Premise §% Overlap Measures
22 iatil =1
E?E ’ E_x '2:23:: ebirﬂlaar:yr:;z‘ssmes Eg = Existing overlap measures
— evaluate 1 label pair at a time — assume binary labels
— do not accumulate over multiple images and labels - evaluate one label at a time
~ cannot easily be applied to groupwise registration — cannot easily be applied to groupwise registration

« But in registration experiments
— labels may be interpolated (pv) or fuzzy
— there may be lots of labels
— there may be lots of image pairs

In practice
- labels may be interpolated (pv) or fuzzy
— there may be lots of labels

- there may be lots of images
+ We address these problems to obtain figures of merit which

summarise large studies.

Generalise existing overlap measures

Figure 12: Adapt inserted slides to content, making it more adhesive
and omitting irrelevant details
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£ Results — Overlap =5 Results — Overlap

S8 2,

£+ Overlap decreases as function of misregistartion E“ga * Overlap decreases monotonically with misregistration

— Monotonic response

‘animote weight |
—Volume — lnverse

- Complexity.
\\\

-

— Consistent across different methods of label accumulation

Tanimato overl

R I T B e
Degroe of misrogistration {moan pixel displacement)

Figure 13: Avoid unnecessary visual effects, line visibility is crucial,
legend clarity
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£ Sensitivity 2. Results — Comparison

S5 Sk

g% + Measure to indicate the ability to detect fine degradations 15”?5 = All three measures give similar resulls

« Defined as the amount of change in the measure — overlap-based assessment requires ground truth (labels)
— proportional te extent of misregistartion

— model-based approach does not need ground truth
~ divided by the size of the error (ability to discern changes refiably)

= Compare sensitivity of methods

— ability to detect small changes in registration

Sensitivity = [ AS}/:—T
AW

sensitivity =25./7

Derivation of sensitivity

Figure 14: Always isolate formulae and figures, perhaps make use of
colour



5 REMAINDER OF THE EXAMPLE SLIDES

4 Slides with Reasonably Fine Changes

MANCHESTER

MANCHESTER

ty
eoter

The Uniyers
of Manchest

Results — Sensitivities Results — Sensitivities

« Specificity most sensitive method

Sansiiviey
PR

The University

af-Manchestér

= Generalisation - least sensitive assessment method

— large error bars due to small training set (37 images)

: oz &

Model Specificity - most sensitive

Sensitivity Results

— Prep—

for: Generaliation, £

Tanimoto overlap, §_ ivere wrighiod

and Specificity | | 1 oy wrighend

Figure 15: In important results, use entire space to shift focus
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Shuffle Distance

Image 4 Image B

Shuffle Distance — Example

A B
MinA-B)
——

Derivation of shuffle distance Left: 2 arbitrary brain images
Right: shuffle distance product of the
images onthe left (a 5x5 pixel window)

The Universi
of Manches!
The Univers|

Difference Image AS

AS, = Min, |4 - B, |

Figure 16: Avoid fragmentation of figures, use colour, be less wordy

5 Remainder of the Example Slides



5 REMAINDER OF THE EXAMPLE SLIDES
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Shuffle Distance

= Robust alternative for Euclidean distance

Varying Shuffle Radius

of Manchests

The Universii
The Universi
of Manchest:

— compare each pixel in one image against a corresponding
neibourhood of pixels in another

~ match to most similar pixel in that neibourhood

= Shown below: left: one image, Right: another image,
Centre, from left to right: confribution to shuffle distance
for neighbourhood of 1 (abs. diff.), 9, 25, and 49 pixels.

Figure 17: Bind captions to images, concentrate on one aspect of the
problem at a time

2

£. Examples of Perturbed Images
39,

- 6 0.3%1 12448

3.1688  4.8283 7.2558

Figure 18: Show data to re-affirm confidence or trust among the audi-
ence



5 REMAINDER OF THE EXAMPLE SLIDES

= £
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= Validaton Experiments = Experiments
308 o5
uE = ;
©5 * MGH dataset (37 brains) =5 * MGH dataset (37 brains)
« Selected 2D slice = Selected 2D slice
* Initial ‘correct' NRR * Initial ‘correct NRR
P . arturbati o ¢« Progressive perturbation of registration
rogressiie per HeRGT g — 10 random instantiations for each perturbation magnitude
« 10 random instantiations for unbiased results « Comparison of the two different measures
= Comparison of the two different measures - overlap
— overlap (UCL) — model-based
= model-based {(Manchester)

Figure 19: Simplify and shorten
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= Perturbation Framework = Perturbation Framework

o8 b 15

EED « Data initially brought into alignment EEQ « Alignment degraded by applying warps to data

* Alignment degraded by applying warps to dala + Clamped-plate splines (CPS) with 25 knot-points

: We!rps ba_sed on compqsﬁmn of biharmonic clamped-plate = Random displacement (8 ) drawn from distribution
splines with 25 knot-points -
T

CPS with 1 knot point Multiple knot points

Example clampled-plate spline

Figure 20: Figures that reflect on real algorithm rather than approxi-
mate or emulate; leave out unnecessary visualisation, use of colour
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